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in health, performance, or behavior. Then provides a brief overview
of other tools to consider for monitoring a system in even more detail.
First up, is the pool healthy?

S E E
T E X T
O N L Y

ZFS is an advanced file-
system, but it is also one of
the most observable. The
combination of static and
dynamic DTrace probes, statistics,
and tooling built into ZFS means it
is one of the easiest filesystems to do
performance analysis on. This article covers
checking the health of the pool, measuring load and perform-
ance in real time, and using historical statistics to detect changes

ZFSBY ALLAN JUDE

M o n i t o r i n g

HEALTH CHECKING • zpool  Status
The zpool status command is the first place to look to assess the general health of the pool. It prints a
visual representation of the layout of the devices in the pool, and the status of each device. In addition to
the status of each device, there are also columns of counters, showing the number of read, write, and
checksum errors that have been detected on each device.

Each device can be in one of these states:
• Online — The device is healthy and working as
expected.
• Offline — An administrator has marked this
device as offline.
• Degraded — The device is functioning at a
reduced capacity. Usually only applies to a top level
vdev, like RAID-Z or a Mirror; indicates that one or
more member disks has failed and the system is
using parity to remain operational.
• Faulted — The device or pool is no longer work-
ing because too much data is missing. If a device
or pool loses more devices than it has redundancy,
files may be inaccessible or lost. Try to reconnect
the missing devices to continue.
• Removed — An underlying device has been

removed. This can happen when a disk fails and the
device is removed by the operating system, or when
a disk is physically disconnected by an operator.
• Missing — ZFS was unable to find, or unable to
open, the device. Try to reconnect the device, or
solve the error that prevented ZFS from opening
the device (such as it being in use by another
process). The zpool online command is useful to
bring a device back online.
• Replacing — A device is being replaced. When
replacing a device that is online, a new top-level
vdev called replacing-X (where X is an increment-
ing integer) will be created; it is effectively a mirror
with the new and old devices as members. Data is
copied from the old device to the new device.
Once the operation is complete, the old device will
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be detached from the pool, and the new device will become a regular member of the vdev.
• Spare — The device is missing or otherwise degraded and has been temporarily replaced with a spare.
• Resilvering — This device was temporarily offline or has suffered some corruption and the missing or damaged
data is being replaced from available parity.

If one or more problems are detected with the pool, a summary will be displayed at the end of the status
output. Running zpool status -v <optional poolname> will extend this summary, and provide a list of each
file that has suffered damage, allowing those individual files to be restored from backups.
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The zpool status command also tracks the progress of scrub and resilver operations, including an aver-
age speed and a completion estimate. The speed estimate is an average for the entire operation, which is
much slower for the first few %, so consider waiting until 5%–10% completion before taking the speed
and ETA seriously. If the system is rebooted or otherwise interrupted during the resilver operation, the esti-
mate may be stuck at 1 byte per second for a long time.

S.M.A.R.T.
Disks also provide some insight into the state of their health using the SMART (Self-Monitoring, Analysis
and Reporting Technology) protocol. For spinning disks, the greatest indicators of impending failure are
usually the number of pending and reallocated sectors. Each manufacturer provides a different set of sta-
tistics, so it is difficult to create hard and fast rules about what means the disk is underperforming or indi-
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cating potential failure. To make the most sense out of the various counters in the SMART status, you 
need a reference point, what those counters looked like in the past, how much and how fast they have
changed. Another condition to watch out for is disks that have a high and rapidly growing cycle count. If
the disk is going to sleep and waking up every few seconds, this will put tremendous wear on the disk. The
disk may need to be given specific commands to adjust the idle timeout, or need updated firmware to fix
the problem. SAS disks generally provide fewer counters but are more consistent across drive models and
manufacturers.



SATA SSDs usually have rather different SMART values since many of the regular values do not apply.
Most SSDs will provide pairs of counters for the total amount of reads and writes that have been complet-
ed, allowing the administrator to track the wear lifetime of the device. Some SSDs even provide a drive
lifetime statistic, as a %, either counting up or down toward the end of the useful life of the device.
Sometimes the “raw value” has little meaning, and you need to look at the ‘value’ and ‘thresh(old)’ vol-
umes instead. This SSD has relatively little wear:


