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11s an advanced file-
em, but it is also one of
e most observable. The
‘ombination of static and
dynamic DTrace probes, statistics,
and tooling built into ZFS means it

is one of the easiest filesystems to do

performance analysis on. This article covers

checking the health of the pool, measuring load and perform-

ance in real time, and using historical statistics to detect changes

in health, performance, or behavior. Then provides a brief overview

of other tools to consider for monitoring a system in even more detail.

First up, is the pool healthy?

* zpool Status

The zpool status command is the first place to look to assess the general health of the pool. It prints a
visual representation of the layout of the devices in the pool, and the status of each device. In addition to
the status of each device, there are also columns of counters, showing the number of read, write, and
checksum errors that have been detected on each device.

Each device can be in one of these states:

® Online — The device is healthy and working as
expected.

e Offline — An administrator has marked this
device as offline.

e Degraded — The device is functioning at a
reduced capacity. Usually only applies to a top level
vdev, like RAID-Z or a Mirror; indicates that one or
more member disks has failed and the system is
using parity to remain operational.

e Faulted — The device or pool is no longer work-
ing because too much data is missing. If a device
or pool loses more devices than it has redundancy,
files may be inaccessible or lost. Try to reconnect
the missing devices to continue.

e Removed — An underlying device has been

removed. This can happen when a disk fails and the
device is removed by the operating system, or when
a disk is physically disconnected by an operator.

e Missing — ZFS was unable to find, or unable to
open, the device. Try to reconnect the device, or
solve the error that prevented ZFS from opening
the device (such as it being in use by another
process). The zpool online command is useful to
bring a device back online.

e Replacing — A device is being replaced. When
replacing a device that is online, a new top-level
vdev called replacing-X (where X is an increment-
ing integer) will be created; it is effectively a mirror
with the new and old devices as members. Data is
copied from the old device to the new device.
Once the operation is complete, the old device will




be detached from the pool, and the new device will become a regular member of the vdev.

e Spare — The device is missing or otherwise degraded and has been temporarily replaced with a spare.

e Resilvering — This device was temporarily offline or has suffered some corruption and the missing or damaged
data is being replaced from available parity.

# zpool status

pool: media

state: ONLINE

scan: resilvered 25.7M in 0hOm with 0 errors on Sat Oct 14 14:40:18 2017
config:

NAME STATE READ WRITE CKSUM
media ONLINE 0 0 0
raidz2-0 ONLINE 0 0 0
gpt/s5-Z5009MV3 ONLINE 0 0 0
gpt/s3-2500278C ONLINE 0 0 0
gpt/s2-Z500ZKL8 ONLINE 0 0 0
gpt/s4-Z503E2PR ONLINE 0 0 0
gpt/s1-Z1F3134B ONLINE 0 0 0
gpt/s6-Z500XXPA ONLINE 0 0 0

errors: No known data errors

If one or more problems are detected with the pool, a summary will be displayed at the end of the status
output. Running zpool status -v <optional poolname> will extend this summary, and provide a list of each
file that has suffered damage, allowing those individual files to be restored from backups.

# zpool status -v zroot
pool: zroot
state: DEGRADED
status: One or more devices has experienced an error resulting in data
corruption. Applications may be affected.
action: Restore the file in question 1if possible. Otherwise restore the
entire pool from backup.
see: http://illumos.org/msg/ZFS-8000-8A
scan: resilvered 1.43T 1in 79h21m with 3 errors on Sat Oct 14 01:18:56 2017

config:
NAME STATE READ WRITE CKSUM
zroot DEGRADED 113 0 0
raidz1-o0 DEGRADED 113 0 0
adaOp3 ONLINE 0 0 0
adalp3 ONLINE (0] 0 0
ada2p3 ONLINE 113 0 0
replacing-3 OFFLINE 0 0 0
17161359962879308376 OFFLINE 0 0 0
ada3p3 ONLINE 0 0 0

errors: Permanent errors have been detected in the following files:

/usr/src/contrib/binutils/ld/emultempl/armcoff.em
Jusr/src/contrib/binutils/ld/emultempl/armelf.em
/usr/src/contrib/binutils/ld/emultempl/astring.sed
/usr/src/contrib/binutils/opcodes/ChangelLog-2006
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The zpool status command also tracks the progress of scrub and resilver operations, including an aver-
age speed and a completion estimate. The speed estimate is an average for the entire operation, which is
much slower for the first few %, so consider waiting until 5%—-10% completion before taking the speed
and ETA seriously. If the system is rebooted or otherwise interrupted during the resilver operation, the esti-
mate may be stuck at 1 byte per second for a long time.

# zpool status -v zroot
pool: zroot
state: ONLINE
scan: scrub 1in progress since Wed Oct 18 22:27:19 2017
20.7G scanned out of 32.1G at 401M/s, 0hOm to go
0 repaired, 64.50% done

config:
NAME STATE READ WRITE CKSUM
zroot ONLINE 0 0 0
mirror-0 ONLINE 0 0 0
gpt/i1-14450DAFF1A8 ONLINE 0 0 0
gpt/i12-154310EB96A5 ONLINE 0 0 0
S.MAR.T.

Disks also provide some insight into the state of their health using the SMART (Self-Monitoring, Analysis
and Reporting Technology) protocol. For spinning disks, the greatest indicators of impending failure are
usually the number of pending and reallocated sectors. Each manufacturer provides a different set of sta-
tistics, so it is difficult to create hard and fast rules about what means the disk is underperforming or indi-
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cating potential failure. To make the most sense out of the various counters in the SMART status, you

need a reference point, what those counters looked like in the past, how much and how fast they have
changed. Another condition to watch out for is disks that have a high and rapidly growing cycle count. If
the disk is going to sleep and waking up every few seconds, this will put tremendous wear on the disk. The
disk may need to be given specific commands to adjust the idle timeout, or need updated firmware to fix
the problem. SAS disks generally provide fewer counters but are more consistent across drive models and
manufacturers.

# smartctl -a /dev/adal
=== START OF INFORMATION SECTION ===

Model Family: Seagate Barracuda 7200.14 (AF)
Device Model: ST2000DMOO1-1CH164
Serial Number: Z1E1DWN4

LU WWN Device Id: 5 000c50 04e53cf8d
Firmware Version: CC43

User Capacity: 2,000,398,934,016 bytes [2.00 TB]

Sector Sizes: 512 bytes logical, 4096 bytes physical

Rotation Rate: 7200 rpm

Form Factor: 3.5 1dinches

Device 1s: In smartctl database [for details use: -P show]

ATA Version 1is: ATA8-ACS T13/1699-D revision 4

SATA Version 1is: SATA 3.0, 6.0 Gb/s (current: 3.0 Gb/s)
Local Time is: Thu Nov 30 00:56:27 2017 UTC

SMART support 1is: Available - device has SMART capability.
SMART support 1is: Enabled

SMART Attributes Data Structure revision number: 10
Vendor Specific SMART Attributes with Thresholds:

ID# ATTRIBUTE_NAME FLAG VALUE WORST THRESH TYPE UPDATED WHEN_FAILED RAW_VALUE
1 Raw_Read_Error_Rate 0Ox000f 113 099 006 Pre-fail Always = 53347512
3 Spin_Up_Time 0x0003 095 095 000 Pre-fail Always = 0
4 Start_Stop_Count 0x0032 100 100 020 Old_age Always - 9
5 Reallocated_Sector_Ct 0x0033 100 100 036 Pre-fail Always = 0
7 Seek_Error_Rate Ox000f 083 060 030 Pre-fail Always = 4510892460
9 Power_On_Hours 0x0032 087 087 000 Old_age Always ol 12060
10 Spin_Retry_Count 0x0013 100 100 097 Pre-fail Always = 0
12 Power_Cycle_Count 0x0032 100 100 020 Old_age Always - 9
183 Runtime_Bad_Block 0x0032 100 100 000 Old_age Always = 0
184 End-to-End_Error 0x0032 100 100 099 Old_age Always - 0
187 Reported_Uncorrect 0x0032 100 100 000 Old_age Always - 0
188 Command_Timeout 0x0032 100 100 000 Old_age Always - 000
189 High_Fly_Writes 0x003a 099 099 000 Old_age Always = 1
190 Airflow_Temperature_Cel 0x0022 074 065 045 Old_age Always = 26 (Min/Max 23/35)
191 G-Sense_Error_Rate 0x0032 100 100 000 Old_age Always = 0]
192 Power-0ff_Retract_Count 0x0032 100 100 000 Old_age Always = 9
193 Load_Cycle_Count 0x0032 100 100 000 Old_age Always - 269
194 Temperature_Celsius 0x0022 026 040 000 Old_age Always = 26 (0 19 0 0 0)
197 Current_Pending_Sector 0x0012 100 100 000 Old_age Always . 24
198 Offline_Uncorrectable 0x0010 100 100 000 Old_age Offline B 24
199 UDMA_CRC_Error_Count 0x003e 200 200 000 Old_age Always = 0
240 Head_Flying_Hours 0x0000 100 253 000 Old_age Offline - 12059h+46m+50.704s
241 Total_LBAs_Written Ox0000 100 253 000 Old_age Offline = 67220217075
242 Total_LBAs_Read 0x0000 100 253 000 Old_age Offline B 7368543577

SMART Error Log Version: 1
No Errors Logged
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SATA SSDs usually have rather different SMART values since many of the regular values do not apply.
Most SSDs will provide pairs of counters for the total amount of reads and writes that have been complet-
ed, allowing the administrator to track the wear lifetime of the device. Some SSDs even provide a drive
lifetime statistic, as a %, either counting up or down toward the end of the useful life of the device.
Sometimes the “raw value” has little meaning, and you need to look at the ‘value’ and ‘thresh(old)’ vol-
umes instead. This SSD has relatively little wear:




